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Abstract. Agent-based simulation methods are arelatively new way to address complex
systems. Usually the ideais that the agents used are rather smple, and the complexity and
adaptivity of such a system are modelled by the interadion ketween these agents. However,
another way to exploit agent-based simulation methods is by use of agents that themselves also
have cetain forms of leaning a adaptation. In arder to simulate aaptive agents with abiliti es
matching those of their red-world hiologicd or societal courterparts, a natural approach is to
incorporate cetain adaptation mechanisms such as classcd condtioning into agent models.
Existing models for adaptation mechanisms are usually based on quantitative, numericd
methods, and more in particular, differential equations. Since ajent-based smulation is usually
based on guwlitative, logicd languages, these quantitative models are often na diredly
appropriate @ an inpu in the mntext of agent-based smulation. To ded with this problem, this
paper puts forward an integrative gproach to smulate and analyse the dynamics of a
condtioning processof an adaptive agent, integrating quantitative, numericd and qualitative,
logicd aspeds within ore expressve temporal spedfication language. To oltain a smulation
model, an exeautable sublanguage of this language is used to spedfy the agent’s adaptation
medchanism in detall. For analysis and validation, in the proposed approach bah properties
charaderising the externally observable adaptive behaviour and properties charaderising the
dynamics of internal intermediate states have been identified, formally spedfied and
automaticdly chedked onthe generated smulation traces. As part of the latter, an approach to
(formally) speafy and chedk representational relations for intermediate, internal agent statesis
put forward. This enables verificaion of whether the representational content of an intermediate
state amodeller hasin mind indeal isin ac@rdance with the agent model’s internal dynamics.
For a biologicd agent with known neural mechanisirs, such as Aplysia, the modelli ng approach
incorporates hightlevel modelling o neural states occurring as intermediate states and relates
them to their representational content spedfication. This provides the posshility to validate not
only the resulting olservable behaviour of a simulation model against the observable behaiour
of the agent in the red world, but also the intermediate states of the agent in the model against
the intermediate states of the agent in theworld.



1 Introduction

Agent-based moddlli ng techniques are often used to model and simulate (natural or artificial)
agent systems that have to ded with dyramic and urcertain environments. Usually agent-based
simulation methods use agents that are rather simple; the omplexity and adaptivity of such a
system are modelled by the interadion between these agents. However, another way to exploit
agent-based simulation methods is by use of agents that themselves also have cetain forms of
leaning a adaptation. Therefore, an important chall enge for the aeaof agent-based moddlling
is the notion d adaptive ayent. An example of a basic mecdhanism for adaptation that can be
found in many organisms is classcd condtioning [19]. In oder to creae aent-based
simulations with adaptive ailiti es matching those of their biologicd courterparts, a natura
approach is to integrate such adaptation mechanisms into agent-based simulation modds, e.g.,
[1].

In the literature aaptation medhanisms gich as clasdcd condtioning are usually described
and analysed informally. If formalisation is used, this is often based on mathematicd models
using dfferentia equations, e.g., Dynamicd Systems Theory (DST) [20]. In contrast, agent-
based simulation models traditi onally make use of quditative, logicd languages, such as Golog
[21], MetatheM [7], or 3APL [6]. Most of these languages are @propriate for expressng
gualitative relations, but less sitable to work with more complex numericd structures as, for
example, in dfferential equations. Therefore, integrating such mathematicd models within the
design d agent-based simulation models is difficult. To achieve this integration, it is necessary
to bridge the gap between the quantitative nature of existing adaptation models and the type of
langueges typicdly used in agat-based simulation.

In the aea of simulation, a formalised model is used to compute the simulation steps.
Langueges and software environments are avallable to suppat this moddling pocess
Vdidation d a modd is usualy na formally suppated; it is considerded a different isue.
Often validation is dore informadly, by hand (or eye), based oncomparison of asimulation trace
with an empiricd trace In addition, sometimes gedfic (e.g., statisticd) techniques are used to
suppat certain aspeds of validation. Usually in the domain that is modelled, globd properties
that shoud hdd for the behaviour of a simulation model can be identified. As the languages
used to spedfy asimulation model are direded to local properties (the steps between successve
states), such goba properties canna be formali sed in these languages. To obtain more suppat,
also for validation o a simulation modd, it is needed to integrate the modelling o such gobal
properties in a formal manner as well, so that their spedficaion and automated cheding on

simulationtraces also can be suppated bythe modellhg environment.



In ac@rdance with the findings mentioned abowe, this paper introduces an approach for
simulation and anaysis of adaptive aent behaviour and und¥lying mechanisms that is
integrativein two ways.

(1) It combines in ore moddling framework bath quditative logical and quartitative
numerical aspeds

(2) It enables moddling dyramics both at alocal leve (interna medchanisms of the agent) and
a a globd leve (externaly observable agent behaviour, and representation relationships
between internal and external states)

Moddlling dynamicsat alocallevel concansexpressngtemporal relationships between pairs
of successve states, such as described by dred causa relations, or, for example, by the basic
steps within an adapation mechanism. A difference or differential equationis an example of a
locd level spedficaion d dynamics. From a locd perspedive, the dynamics of the adual
underlying (e.g., neural) mechanisms that play arolein thered world can be investigated. Locd
level spedficaions are the basis for the compuation steps for a simulation model.

From the global perspedive, more complex relationships over time can be used to model
dynamics for adaptive agents. For example, the dynamics of observed adapive agat behaviour
can be analysed, i.e., how during a history of (leaning) experiences, the behaviour is changing.
For example, the performance of adions depending ona stimulus in the present and a ceatain
training history (series of training stimuli in the past) can be moddl ed. This can take the form of
a tempora relationship (an inpu-output correlation) involving a longer time duration and
several agent input and ouput statesovertime.

Besides inpu-output correlations describing adaptive ayent behaviour as just discussed, also
from agloba perspedive representation relations for intermediate, internal agent states can be
modedlled. During modelling, for an internal or intermediate state of the ayent as introduced in
the model, often a modell er has in mind a cetain representational content, i.e., how it relates to
other concepts outside the ayent. To take asimple example, it may be expeded that the internal
belief that a harse is neaby correlates to the adua presence of this horse. Such expeded
representation relations may or may na beinspired by knowledge of how the agent’s adaptation
mechanism is redised in Nature. The gproach pu forward includes ways to (formally) spedfy
such representation relations and werify them against simulation traces, showing whether this
representational content is in acordance with the agent model’s internal dynamics. In this way
the modelli ng approach cen aso addressthe issue of redism of internal or intermediate statesin
a simulated agent. For example, for an adaptive biologicd agent with known neura
mechanisms, such as Aplysia, the moddling approach incorporates the modelling o neural
states ocaurring as intermediate states and relating them to ather states in theworld acording ©
their representational relation gedfication. This provides the passbility to validate not only the



resulting olservable behaviour of an agent simulation modd against the observable behaviour
of the ayent in the red world, but aso the internal, intermediate states of the agent in the modé
against the internal, intermediate states of the agent in theworld. Thusit can be verified to wha
extent the modd satisfies internal realismin additionto external redism.

As both the aaptation mechanism and the externally observable behaviour are modelled in
the form of temporal relationships, within the modelli ng approach it isalsopossble to logicdly
relate the dynamics of internal agent models invalving a (neural) adaptation medanisms to the
modd for the dynamics of the ecternaly observable alaptive behaviour. Such interleve
relations often take the hierarchicd form of an AND-tree (or a number of them), with the most
global property at the top (root) and the most locd at the leaves. Such a hierarchicd structure
can be useful in the adysis of, in case, why a globa property fals on a cetain simulation
trace By gang davn in the tree ad a ead level cheding the properties under the failing
nodg, finaly the led or leaves that fail (s) can be found thuspinpointing he (locd) cause of the
failure. This can be useful in debuggng a modd, but aso in the analysis of the drcumstances
under which amodd will functionwell and under which nat, and the reassonswhy.

If the adua underlying reura mechanisms are included in the analysis of adaptive
behaviour, the seahare Aplysia is an appropriate spedes to study, sinceits neural mechanisms
have been well-investigated; cf. [10]. In this paper it will be shown how the propcsed modelling
approach for adaptive agents can be used to simulate and analyse bath Aplysia’s adaptive
behaviour and the underlying neural mechanisms.

An owerview of the paper is as follows. In Sedion 2 the high-level moddlling approach is
briefly introduced. Sedion 3introduces the cae study and the state properties for this case
study. In Sedion 4the exeattable locd dynamic properties desribing basc mecdanisms for the
case study are presented; simulations on the basis of these locd dynamic properties are
discussed in Sedion 5 In Sedion 6the interlevel relations between dyramic properties of the
externally observable behaviour and the locd properties describing the internal medhanisms are
discus=ed. In Sedion 7 dfferent approaches to representational content are explored and
formalised. Sedion 8 dscusses how all these dynamic properties have been chedked against the
simulationtraces. Sedion 9 isadiscusson.

2 Modéeling Approach

To formally specify dynamic properties that express criteria for representational content from a
temporal perspective an expressive language is neaded. Dynamics will be described in the next
section as evolution d states over time. The nation d state as used here is characterised onthe

basis of an ortology dfining a set of state properties that do a do nd hdd at a certain point in



time. Examples of state properties are ‘the agent is hungry’, ‘the agent observes rain’, ‘the agent
has internal state s, or ‘the ewvironmental temperature is 7° C'. Real value assgnments to
variables are also considered as possble state property descriptions. For example, in a
guantitative moddli ng approach (such as [20]), based on \ariables x;, x2, x3, x4, that are rdated

by differential equations over time, value assgnments such as

X1 « 0.06
X2 ~ 1.84
X3 « 3.36
X4 ~ -0.27

are onsidered state descriptions. State properties are described by ortologies that spedfy the
concepts used.

Based on such state properties, dynamic properties can be formulated that relate a stateatone
point in time to ore or more states at other paints in time. A smple example is the following
dynamic property spedfication:

‘at any point in time t1 if theagent observesrain at t1, then there existsapoint in time t2 after t1 such that at
t2 the agent has internal state property s

Here, for example, s can be viewed as a sensory representation d the rain. To express sich
dynamic properties, and aher, more sophisticaed ores, the temporal tracelanguage 7L is used
[14]. This language can be dassfied as a reified predicae-logic based temporal languege; see
(81, [9].

Within this language, explicit references can be made to time points and traces. Here afixed
time frame T is assumed which is linealy ordered. Depending onthe gplication, it may be
continuots (e.g., the red numbers), or discrete (e.g., the set of integers or natural numbers or a
finite initial segment of the natura numbers), or any aher form, as long as it has a linea
ordering. Moreover, a trace or trajedory over an ortology ont is a time-indexed sequence of
states over ont. The sorted predicae logic tempora trace language TTL is built on atoms
referring to, e.g., traces, time and state properties. State properties are denoted by termsin the
language TTL. For example,

inthe internal state of agent A intracey at timet property s holds

isformalised by state(y, t, internal(A)) = s. Here = is a predicate symbal in the language, usually
used in infix natation, which is comparable to the Holds-predicate in situation caculus. Dynamic
properties are expressed by tempaoral statements built using the usua logicd connedives and
guantification (for example, over traces, time and state properties).



To be ale to perform some simulation experiments, a simpler temporal language has been
used to spedfy exeatable modelsin adedarative manner. This language (the leads to language
[4]) enables to modd dired temporal dependencies between two state properties in successve
states. This exeautable format is defined as follows. Let o and p be state properties of the form
‘conjunction d atoms or negations of atoms’, and e, f, g, h nonnegative red numbers. Then the
notationa —_, . B, means:

If gate propeaty a holds for a certain time interval with duration g

then after some delay (betveen e and f) state property will hdd for a certaintimeinterval of length h
For a predse definition d the leads to format in terms of the languege TTL, see [14]. A
spedficaion of dynamic propertiesin leadsto format has as advantages that it is executabé and
that it cen dten easily be depicted graphicdly. The leads to format has shown its vaue
espeddly when tempora or causa relations in the (continuows) physicd world are modelled
and simulated in an abstrad, non-discrete manner; for example, the intracel ular chemistry of E.
coli [12].

3 The Aplysia Case Study

To illustrate the proposed approach for modelling and simulation d adaptive aents, it is
applied in a cae study. As the topic of the cae study, the seahare Aplysia was chosen. The
motivation for this choice is two-fold. First, Aplysia is a dea example of an adaptive ayent.
Semnd the internal neural medchanisms of Aplysia are relatively simple, and therefore well
understood This enables the modell er to (formally) describe Aplysia‘s behaviour bath from an
internal perspedive (i.e., a alocal levd, considering neural mechanisms of the agen? and from
an exerna perspedive (i.e.,, a a globd leve, considering externally observable agent
behaviour). As a result, bath interleve relations (see Sedion 6 and representation relations
(see Sedion 7) can be established between bah types of descriptions. First, in Sedion 31,
Aplysia's behaviour will be described from an externa perspedive. In Sedion 32, Aplysia‘'s
behaviour will be described from an internal perspedive.

3.1 External Perspective

Aplysia is a seahare that is often used to do experiments. It is able to lean onthe basis of
classcd conditioning. In this sdion, a simplified description is given o this leaning
behaviour (viewed from an eternal perspedive), based on[10], pp. 155156



Behaviour beforelearning phase
Initialy the foll owing behaviour is shown:
- atail shock lealsto aresporse (contradion)

- alight touch onits siphonis insufficient to triggersuch aresporse

Learning phase
Now suppase the following experimental protocol is undertaken. In ead tria the subjed is
touched lightly onits siphonand then, shocked oniits tail (as aconsquenceit responds).

Behaviour after alearning phase
It tumsoutthat after anumber of trials (threein the example) the behaviour has changed:

- theanimal dso respond (contrads) onasiphon buch.

Note that, to charaderise behaviour, there is a diff erence between the learned behaviour (which
is smply an adaped stimulus-resporse behaviour) and the learning behaviour, which is aform
of adaptive behaviour, no stimulus-resporse behaviour. To spedfy such behaviours the
following sensor and effedtor states are used: tail_shock, siphon_touch, contraction. In terms of these
state properties the foll owing global dynamic propertiescanbe gedfied in leadsto format:

GP1 (Contraction Upon Tail Shock)
At any point in time t,

if atail shock occurs then it will contract
Formally:
tail_shock —»argn CONtraction

GP2 (Contraction Upon Siphon Touch)

At any point in time t,

if asiphon touch occurs then it will contract
Formally:

siphon_touch —»argn CONtraction

The latter property spedfies the behaviour that is the result of the leaning pocess However,
the behaviour shown by the leaning process itself is not expressed here, and as this proces
involves more complex temporal relationships, is even na expresssble able in leads to format.

However, it isexpressblein 17 format:

GP3 (Learningto Contract Upon Siphon Touch)
At any point intimet,
if asiphontouch ocaurs
and at threedifferent ealier time points ti, t2, t3,
asiphontouch ocaurred, diredly followedby atail shodk
then it will contrad



Formally:
Oy Ot state(y, t) = siphon_touch &
1, t2,t3,ul, u2,u3 tl<ul<t2<u2<t3<u3d<té&
state(y, t1) = siphon_touch & state(y, ul) = tail_shock &
state(y, t2) = siphon_touch & state(y, u2) = tail_shock &
state(y, t3) = siphon_touch & state(y, u3) = tail_shock
O [@'=>t state(y, t') F contraction
As can be see, the temporal complexity of the leaning behaviour spedficaionis much higher
than that of the leaned behaviour.

3.2 Internal Perspective

This ®dion describes Aplysia‘'s behaviour from an internal perspedive. The interna neura
mechanism for Aplysia’s condtioning can be depicted asin Figure 1; cf. [10].

SN2

siphon
touch L
’/ MN
IN . I
contradion

T

tail
shock

Fig. 1. Neural mechaiisms

A tall shock adivates a sensory neuron SN1. Activation d this neuron SN1 adivates the
motoneuron MN; adivation & MN makes the sea hare move. A siphon touch adivates the
sensory neuron SN2. Activation d this sensory neuron SN2 namally does not have sufficient
impad on MN to adivate MN. After leaning, adivation d SN2 has sifficient impad to
adivate MN. In addition, adivation o SN1 aso leads to adivation d the intermediary neuron
IN. If both SN2 and IN are adivated simultaneously, this changes the synapse between SN2 and
MN: it causes this synapse to produce nore neurotrarsmitter if SN2 is adivated. After a number
of timesthisleals to the situati on that also adivation of SN2 yields adivation of MN.

To model the example thefollowing intemal state properties are used:

SN1 sensory neuron 1 is activated
SN2 sensory neuron 2 is activated
IN intermediary neuronIN isadivated



MN motoneuron MN is adivated
s(r) the synapse between SN2 and MN is ableto produceanamourt r of
neurotransmitter

The dynamics of these internal state propertiesinvolvetemporal |eads to relationships, which

areardlysed in more detail in the net sedion.

4 Local Dynamic Properties

To moded the interna dynamics of the example, the following locd properties (in leads to
format) are considered. Theydescribe the basc steps or mechanisms of the process

LP1 (SN1 Activation)
At any point in time,
if atail shock occurs then  SN1 will be activated
Formally:
tail_shock - SN1

efgh

LP2 (SN2 Activation)
At any point in time,
if asiphon touch occurs then SN2 will be activated
Formally:
siphon_touch - SN2

efgh

LP3 (INand MN Activation by SN1)
At any point in time,
if  activation of SN1loccurs then  IN and MN will be activated
Formally:
SN1 - IN OO MN

efgh

LP4 (Synaps Adaptation)
At any point in time,
if  activation of SN2occurs

and activation of IN occurs

and the synaps has strenght rwith r < 4
then the synaps will have strenght r+1
Formally:

SMOSN2OINOr<4 - S(r+1)

efgh



LP5 (MN Activation by SN2)
At any point in time,
if  activation of SN2occurs
and the synaps has strenght 4
then MN will be activated
Formally:
S(4) OSN2 —_._ MN

efgh

LP6 (Contraction by MN)

At any point in time,

if activation of MN occurs then it will contract
Formally:

MN -, . contraction

LP7 (Synaps State Persistence)

At any point in time,

if  thesynaps hasstrenght rwithr <4
and the synaps has not strenght r+1

then the synaps will have strenght r

Formally:

S(r) Onot S(r+1) Or<4 —» S(r)

efgh

LP8 (Synaps State Persistence)

At any point in time,

if thesynapshas drenght 4 then  the synapswill have strenght 4
Formally:

S(@4) .. S@)

efgh

LP9 (Initialisation)
At the start, the syngpshas strenght 1
Formally:

start — S(1)

efgh

In Figure 2 an overview of these properties is given in agraphical form. Here, the circlesdenoe
state properties and the arrows dencte dyramic properties.
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tail_shack

O

contradion

siphon touch

Fig. 2. Overview of the basic dynamics of the simulation model

Note that this mode is based ona number of simplificaions. For example, it is assumed that
after exadly 4 steps the strength of the synapse between SN2 and MN is maximal, and that
there is no extinction. However, since our modelli ng approach suppats the use of quantitative
concepts (such as red numbers and mathematicd operations), it is easy to incorporate such
feaures in the modd. A rather straightforward way to dothis is by repladng LP4 throughL P8
by the following locd properties. Here, B indicates the leaning rate, K indicaes the maximal
strength of the synapse between SN2 and MN (e.g., 4), ¢ indicates the ectinction rate, and t
indicaes the minimum threshold of S needed to have SN2 influence MN. For all vaues, red
numbers can be used.

LP4 (SynapsAdaptation)
At any point in time,
if  activation of SN2occurs

and activation of IN occurs

and the synaps has strenght r
then the synaps will have strenght B*(K-r)+(r*e)
Formally:

S() OSN2 OIN -, . S(B*(K-r)+(r*e))
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LP5 (MN Activation by SN2)
At any point in time,

if activation of SN2occurs

and the synaps has strenght r > t
then MN will be activated
Formally:

SryOSN20r>t - MN

efgh

LP7 (Synaps State Decay)
At any point in time,

if the synaps has strenght r
and SN2 isnot activated
then the synaps will have strenght r*e
Formally:
S(r) Onot SN2 —_, . S(r*e)
LP8 (Synaps State Decay)
At any point in time,
if the synaps has strenght r
and IN isnot activated
then the synaps will have strenght r*e
Formally:
S(r) Onot IN — . S(r*e)

Ancther extension to the model would be to introduce red-valued arguments for the state
properties SN1, SN2, IN and MN as well, indicaing the strength of thei r adivation. Thiswould
alow the modd to dstingush between, for example, tail shocks of different strengths.
Althoughthese extensions are relatively easy to perform, for reasons of presentation in the
remainder of this paper the simplified model isused.

5 Simulation

As mentioned in the Introduction, locd level spedficaions are the basis for the computation
steps for a simulation modd. Thus, spedal software environments can be aeded to enable the
simulation d locd level spedfications, as long as these ae in an exeautable format. For the
exeautable languege leads to, such a software environment has indeed been built, see[4] for
details. Based on an inpu consisting o dynamic properties in leads to format, this oftware
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environment generates smulation traces. An example of such atrace ca be seen in Figure 3.
Here, timeis on the horizontal axis, the state properties are on the verticd axis. A dark box on
top d thelineindicaes that the property is trueduring thattime period, and a lighter box below
the line indicates that the property is fase. This traceis based onall |ocd properties identified
in Sedion 4 In property LP1 and LP2 the values (0,0,1,3) have been chaosen for the timing
parameterse, f, g, and h. In all other properties, the values (0,0,1,1) have been chasen. As can be
sea in Figure 3, at the beginning of the tracethe organism has not performed any onditioning.
The initial siphontouch it recaves does leal to the adivation d sensory neuron SN2, but the
synapse between SN2 and motoneuron MN does not produce much neurotransmitter yet
(indicaed by internal state property S(1)). Thus, the adivation o SN2 does not yield an
adivation d MN, and consequently no external adion follows. In contrast, it is shown that a
shock of the organism' stail doesinitialy leal to the externa adion d contradion. This can be
sea in Figure 3 between time point 10 (when the tal shock acurs) and timepoint 13 (when the
animal contrads). After that, the atual leaning phese starts. This phase @nsists of a sequence
of threetrials where asiphontouch is immediately followed by a tail shock. As a result, the
Sensory neuron SN2 is adivated at the same time & the intermediary neuron IN, which causes
the synapse to change so that it can produce an increased amourt of neurotransmitter ead time
SN2 isadivated. Such achang in the synapse is indicated by a trangtion from oneintemal state
property to anather (first from s(1) to S(2), then to S(3), and findly to S(4)). As onas internal
state property s(4) hads (see time point 44), the @mndtioning pocess has been performed
successully. From that moment, Aplysia’ s behaviour has changed: it also contrads on a siphon

touch.

conhtraction : f— | fr— -
in I_I ! | I_I
I_I I_I

mn- f

siphon_touch, ™ - -
5n1 4 — —

1
L
1
snz2 | — [ J— — j—
tail_shock- = = =

8(1)+ |
(@) | s e |

s(3) —7—
s(4) .—

time o 5 10 13 20 25 an 35 40 45 50

Fig. 3. Example smulationtrace
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For the purpaoses of this example, the anourt of trias is kept low (threg. However, similar
experiments have been performed with a cae of 1000leaning steps. Sincethe dstrad way of
modédlling wsed for the simulation is nat computationally expensive, aso these simulations took
no more than 90 seconds. In addition, our simulation approach has posshiliti es to incorporate
red numbers in state properties, and to perform complex mathematicd operations with these
numbers. This makes it more expresgve than more traditional forms of temporal logic.

6 Interlevel Reations

In the previous ®dions, both the interna (neural) adaptation mechanism and the externally
ohservable behaviour of Aplysia were moddled in the form of temporal relationships. Within
the presented moddling approad, this implies that it is aso possble to logicdly relate the
dynamics of both models. This ®dion oulines these interlevd conredions between dynamic
properties at different levels. It will be shown how the description at the levd of the
neurologicd mechanisms (the locd dynamic properties LP1 through LP9) can be logicdly
related to the description at the level of the overal behaviour (the globa property GP3). This
way, aformalisationis obtained of the (interlevel) redwction relaion between the two levels. To
be predse, thisrelationis described by the following implication:

(1) LP1 through LP9 & CWA 0 GP3

This equation states that the locd properties together imply the global property GP3 (which
expresses that experiencing the mmbination d a tal shock and a siphon touch three times
results in a resporse to the siphon touch aone). Moreover, one aldtional property is
introdwced, i.e., CWA. This sondorder property that is commonly known as the Closed
World Asaumption expresses that at any pdnt in time astate property that is not implied by a
spedficationto be true is taken to be false. Let Th be the set of all | ocd properties LP1 through
LP9, then theformalisationis:

Closed World Assumption (CWA)
OP O At(ONT) Oy Ot:Th |-/- state(y, t) =P O state(y, t) = not P

The Closed World Asaumption is needed to ensure that the intermediate results as indicated by
the s(r) state properties can only hdd as aresult of the locd properties LP1 throughLP9, and
not because of some other (mysterious) cause.

Esential milestones in the proof of relationship (1) are that subsequently s(1), S(2), S(3), and
s(4) will had. These milestones can be see as the result of a leaning pocess Therefore, an
additional lemma is introduwced. This lemma describes the dfed of a leaning step on the
synapse, showing the increase of parameter r in state property S(r), given that the siphonis
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touched, diredly followed by atail shock. In this case study the dfed we ae interested in is
already readed at r=4. The lemma can easily be aapted for more lengthy leaning processes.
Formally, the lemmais spedfiedas:

M(g, h, r) Learning step

Oy 0Ot1, t2, ul
tl<ul<tl+g & t1<t2<tl+g& r<4 &
Ot [tl<t<t1+h O state(y, t) F siphon_touch] &
Ot [ul<t<ul+h O state(y,t) Ftail_shock] &
Ot [t2<t<t2+h O state(y, t) FS(r) ]

O O3 [t3=t2&Ot[t3<t<t3+h O state(y, t) = S(r+1)]]

Property M(g,h,r) cen be proved for g=1, h=1, and r varying from 1 to 4 from LP1, LP2, LP3,
LP4, LP7, and CWA, taking (0, 0, 1, 3) astiming parametersin LP1 and LP2, and (0, 0, 1, 1) for
the timing parameers of the other loca properties.

) LP1 & LP2 & LP3 & LP4 & LP7 & CWA 0 M@, 1,7)

The introduction o property M(1,1,r) alows one to reduce relationship (1) to the foll owing,
simpler implicaion:

(3) LP2 & LP5 & LP6 & LP7 & LP8 & CWA & M(1,1,r) O GP3

Figure 4 provides avisudlisation d relationship (1) through(3). The semantics of this treeis as

follows: if a cetain tracesatisfies all | ower-level properties conreded to a cetain higher-level
property, then thistraceal so satisfies the higher-level property.

|CWA| | LP2 | | LP5 | | LP6 | M(1,1,1) | LP7 | | LP8 | | LP9 |

|CWA| | LP1 | | LP2 | | LP3 | | LP4 | | LP7 |

Fig. 4. Interlevel relationshipsfor property GP3

The full proaf of theserelationshipsis adifficult isaue,and s |eft outof this paper. Instead only
a sketch o the proof is given, in which some initialisation issues are ignared. First a proof
sketch o implication (2) is provided. For this prodf, the aucia points are that the siphontouch
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and the tail shock are mordinated in time such that SN2 (by applicaion o LP2) exists long
enoughfor it to co-exist with IN. Given LP7 and CWA it bemmes clea that S(r) persists long
enoughfor LP4 to have dfed. The following sketch is ill ustrated by Figure 5. First, assume
that:

tl<ul<tl+g& tl<t2<tl+g& r<4 &

Ot [t1<t<t1+1 0O state(y, t) F siphon_touch] &

Ot [ul<t<ul+1 0O state(y,t) F tail_shock] &

Ot [t2<t<t2+1 0O state(y, t) FS(r)]

Then CWA can beapplial to deiive that:
Ot [t<t2 0 state(y, t) = not S(r+1) ]

In addition LP1 can be applied to delive:
Ot [ul+1<t<ul+40 state(y, t) F SN1]

Using thisinformation, and LP3, thefoll owing is derived:
Ot [ul+2<t<ul+50 state(y,t) FIN]

Similarly, LP2 cen beapplied onthetime duraion of the siphontouch to derive:
Ot [tl+1<t<t1+40 state(y, t) FSN2]

In order to apply LP4 onthe intersedion interval of the periods during which bah sn2 and IN
had (i.e, [ul + 2, t1 + 4>, which has a duration > 1), it must be ascetained that S(r) also hdds
long enough (at least 1) in that interval. Sincetl < ul < t1 +g & t1 < t2 < t1 +g, the dsolute
difference|t2 - u1| < 1.

For the other case LP7 needs to appliceble to derive apersistence of S(r), to the extent that it
overlaps long enoughsN2 and IN. Given that LP4 canna be goplied in the time period [t2, t2 +
1>, and the fad that there is no locd property that derives s(r+1) duing that same interval,
CWA isapplicable. Even stronger, CWA is applicable until LP4 is applicable, deriving:

Ot [t2<t<ul+ 30 state(y, t) F S(r) ]

Note that given that t1 < ul < t1 +g (with g=1), theinterval [t2, ul + 3> overlapswith [ul + 2, t1 + 4>
for theinterval [ul + 2, ul + 3>. Therefore, LP4 can beapplied onthis interval to derive the result
of M(1,1,r), thus proving relationship (2):

Ot [ul+3<t<ul+40 state(y, t) F S(r+1) ]

As can be seen from the proof sketch, the timing issues make proafs complex. In Figure 5, the
timing information is left out. The treeonly givesinsight into which locd properties (or CWA)
are applied onwhich state propetties.
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tail_shock

WA——— LP1
not S(r+1) S(r) r<4 siphon_touch SN1
LP7 LP2 LP3
S() SN2 r<4 IN
LP4
S(r+1)

Fig. 5. Sketch of interlevel reldionship (2)

The proof sketch for interlevel reationship (3) (as illustrated in Figure 6, again with all
timing elements left out) takes all the siphon buctes, tail shodks & given in the preconditi on of
the implicaion in GP3 as hypaheses and shows how to derive acontradion d Aplysia. The
initial assumption LP9 provides that S(1) hads in the beginning. By the CWA it is possble to
apply LP7 ensuring that s(1) persist until the first sequence of siphontouch andtail shock hawe
taken place ad M(1,1,1) can be gplied. The pattern of applying CWA and LP7 to ensure
persistenceis repeaed for every new occurrence of the sequenceof siphontouch andtail shock,
until s(4) hdds. Becaise of LP8, s(4) persists until a new siphontouch aoccurs, and LP2 has
been applied leading to sN2. The persisting d S(4) and the eistence of SN2 make LP5
applicable, leading to MN. Findly, the gplicaion o LP6 onMN leals to a cntradion, thus
completing the proof of (3). Combining the proofs of relationship (2) and (3) eventually results
in the proof of (1).
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CWA LP9

not S(2) S(1)
LP7
(1) tail _shock siphon_touch
CWA M(1,1,1)
not S(3) S(2)
LP7
S(2) tail_shock siphon_touch
CWA M(1,1,2)
not S(4) S(3)
LP7
S(3) tail _shock siphon_touch
M(1,1,3)
siphon_touch S(4)
LP2 LP8
SN2 S(4)
LP5
MN
LP6
contradion

Fig. 6. Sketch of interlevel reldionship ()

Establi shing interlevel relations duch as represented in Figure 4 can be useful in the analysis
of simulation traces. To ill ustrate this, assume that, in a given simulation trace a cetain gobal
property (e.g., GP3) does nat hald. Then by arefutation processit can be cncluded that one of
the lower level properties does not hald either (i.e., CWA, LP2, LP5, LP6, LP7, LP8, LP9 o
M(1,1,r) does nat had). If, after cheding these properties, it turns out that M(1,1,r) does not
had, then either CWA, LP1, LP2, LP3, LP4 o LP7 dces nat had. Thus, by this example
refutation analysis eventually the cause of the unsatisfadory behaviour can be reduced to the
failure of alocd property.

7 Representational Relations

In the literature on Phil osophy d Mind different types of approaches to representational content
of an internal state property have been pu forward, for example the causal/correlational,
interadivist and relationa spedficaion approad; cf. [2]; [16], pp. 191-193 200202 These
approaches to representational content have in common that the occurrence of the internal state
property at a spedfic point in time is related to the ocaurrence of other state properties, at the
same or at different time points. The ‘ other state properties’ can ke of two types:

18



A. exerna world state properties, independent of the agent
B. the @ent's ensor state and effedor state properties, i.e. the agent’s interaction state
properties (interadivist approad)

Furthermore, the type of rdationships can be (1) purdy functiona oneto-one
corresponcdences, (e.g., the wrrdationa approad), or (2) they can involve more complex
relationships with a number of states at different points in time in the past or future, (e.g., the
interadivist approach). So, four types of approaches to representational contents are
distingushed, that can be indicaed by codings such as A1, A2, and so on Below, examples of
such approaches are given.

Acoording to the causal/correlationd approach (see[16], pp. 191-193), the representational
content of a cetain interna state is given by a one-to-one @rrelation to ancther (in principle
external) state property: type Al. For example, the interna belief that a horse is neaby is
corrdlated to the adua presence of this horse, which is an externa state property. Such an
external state property may exist backward as well as forward in time. Hence, for the airrent
example, in order to define the representational content of an interna state property, one shoud
try if this can be related to a world state property that either existed in the past or will exist in
the future. For example, the representational content for interna state property SN1 can be
defined as world state property tail_shock, by looking badward in time. However, for some of
the other internal state properties the representational content canna be defined adequately
acording to the causal/correlational approadh. In these caes, reference shodd na be made to
one singe state in the past or in the future, but to atempora sequence of inpus or output state
properties, which is not considered to adequatdly fit in the crrelationa approach. This shows
that espedaly in cases where the agent leans from a number of trials extending ower time, a
classcd approach to representational content is insufficient. Some authors even claim that it isa
bad ideato aim for anction of representationin such cases; e.g., [15], [23].

As an dternative, Bickhard's Temporal-Interactivist approach [2,9] relates the occurrence of
internal state properties to sets of past and future interadion traces: type B. In this paper the
focus is onthe B2 type, which is the more advancedas.

The Relationd Spedfication appoach to representational content is based ona spedficaion
of how the occurrence of an internal state property relates to properties of states distant in space
and time; cf. [16], pp. 200202 In this paper it is used in conjunction with the temporal-
interadivist approach. Thus, the representational content of a cetain internal state can be
defined by spedfying a temparal relation d the interna state property to sensor and adion
states in the past and future. An overview for the cntent of all internal state properties of the
case study, acording to the temporal relationd spedfication approacd is given, in an informal
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notation, in Table 1. Note that these relationships in fad are defined at a semantic level, not
syntadlicdly spedfied in a modelli ng languege. Diff erent interadion state properties, separated
by commas, shoud be readas the tamporal sequenceof these states.

Table 1. Temporal-Interadivist Representation Relation (sketch)

Internal State | Content (backward) Content (forward)
Property
S(2) siphon_touch,
tail_shock
S(3) siphon_touch,
tail_shock,

siphon_touch,

tail_shock
S(4) siphon_touch, any siphon_touch is followed by
tail_shock, contraction

siphon_touch,
tail_shock,
siphon_touch,
tail_shock

Table 2 and 3 describe te same information asTable 1, but thistime g/ntadically, expressed
by tTL formulae The following abstradions are used to describe training periods

training_up_to(y, t1,ul, 1) =
ul=tl+1 & state(y, t1) = siphon_touch & state(y, ul) = tail_shock

training_up_to(y, t1, u2, 2) =
ul, 2 [ul<t2&u2=1t2 +1]
training_up_to(y, t1, ul, 1) & state(y, t2) = siphon_touch & state(y, u2) = tail_shock

training_up_to(y, t1, u3, 3) =
(L2, t3[u2< t3&u3=t3 +1]
training_up_to(y, t1, u2, 2) & state(y, t3) = siphon_touch & state(y, u3) = tail_shock
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Table 2. Temporal-Interadivist Representation Relation (spedfication, badkward)

l.s.p. Content (backward)

S(2) Otl, ul [ training_up_to(y, t1, ul, 1) & =[O0 [training_up_to(y, t0, ul, 2)]
0 2 > ul [state(y, t2) F S(2)] ]

Otl, u2 [ training_up_to(y, t1, u2, 2) & -0 [training_up_to(y, t0, u2, 3)]
O 3 > u2 [state(y, t3) |[=/= S(2)] ]

S(3) Otl, u2 [ training_up_to(y, t1, u2, 2) & -0 [training_up_to(y, t0, u2, 3)]
O 3 > ul [state(y, t3) F S(3)] ]

Ot1, u3 [ training_up_to(y, t1, u3, 3) & -0 [training_up_to(y, t0, u3, 4)]
O 4 > u3 [state(y, t4) |=/= S(3)] ]

S(4) Ot1, u3 [ training_up_to(y, t1, u3, 3) & -0 [training_up_to(y, t0, u3, 4)]
O X4 > u3 [state(y, t4) F S(4)] ]

Table 3. Temporal-Interadivist Representationrelation (syntadic level, forward)

l.s.p. Content (forward)

S(4) Ot >t [ state(y, t') F siphon_touch &

Ot' >t [ state(y, t') F= siphon_touch O [O" = t' state(y, t”) F= contraction ]

Consider, for example, the badkward representational content of state property S(2).
Acoording to Table 2, the occurrence of exadly one leaning trial (indicaed by the fad that at
ul, atraining pariod upto 1 bu not up to 2 hes passed) eventually leals to atime point where
S(2) hadds. In addition, to make the content more predse, it is gedfied that the occurrence of
exadly two leaningtrials eventuall y causes s(2) not to hdd.

As gdated ealier, representational relations sich as the ones gedfied here may correspondto
cetain expedations that the modeller has abou the behaviour of the modd. By (formaly)
spedfying such expeded representation relations and verifying them against simulation traces,
it can be shown whether they are in ac@rdance with the agent model’s internal dynamics. This
provides the passhility to vaidate nat only the resulting olservable behaviour of an agent
simulation modd against the observable behaviour of the agent in the red world, but dso the
internal, intermediate states of the agent in the model against the internal, intermediate states of
the agant in theworld. Thusit can be verified to wha extert the model satisfies internal realism
in addition to externa redism.
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8 Checking Dynamic Properties

In addition to the simulation software, a software environment has been developed that enables
to chedk dynamic properties gedfied in TTL against simulation traces. This ftware
environment takes a dynamic property and ore or more (empiricd or simulated) traces asinpu,
and chedks whether the dynamic property hdds for the traces. Traces are represented by sets of
Prolog fads of the form

holds(state(m1, t(2)), a, true).

where m1 is the tracename, t(2) time point 2, and a is a state formula in the ontology d the
comporent' sinpu. It isindicaed thastate formulaa is true in the comporent’s inpu state a
time point t2. The program for tempora formula cheding besicdly uses Prolog rules for the
predicate sat that reduce the satisfadion o the temporal formula finaly to the satisfadion d
atomic state formulae a certain time points, which can be real from the tracerepresentation.
Examples of such reductionrules are:

sat(and(F,G)) :- sat(F), sat(G).
sat(not(and(F,G))) :- sat(or(not(F), not(G))).
sat(or(F,G)) :- sat(F).

sat(or(F,G)) :- sat(G).

sat(not(or(F,G))) :- sat(and(not(F), not(G))).

Using automatic cheds of this kind, many of the properties presented in this paper have been
chedked against traces such as the one degcted in Figure 3. In particular, dynamic propaty GP3
(expressng the leaning behaviour) has been cheded successfully against all generated traces.
Furthermore, the representation relations denoted in Table 2 have been checleTheduration o
these thedks varied from 1 to 3 seaonds, depending onthe complexity of the formula. They all
turned ou to be successul, which validates (for the given traces at least) our choice for the
representational content of the internal state properties. However, naote that these deds are
only an empiricd validation, they are no exhaustive prod as, eg., model chekingis. Currently,
the posshiliti es are explored to combine TTL with existing modd chedking techniques; cf. [5],
[18], [22].
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9 Discussion

This paper introduces an integrative moddli ng approach for simulation and analysis of adaptive
agent behaviour and undxlying mechanisms. The gproad is integrative in two ways. Firdt, it
combines bath quditative logical and quartitative numerical aspeds in ore moddling
framework. Seowond it alows to mode both dyramics at a local levd (interna neura
mechanisms of the agent; cf. [11]) and dyramics at a globd leve (externally observable ayent
behaviour, and representation rel ationshi ps between internal and external states).

The neura processes of the Aplysia case study (cf. [10]) have been formalised by identifying
exeautable locd dynamic properties for the basic dynamics of Aplysia’s neural condtioning
mechanism. On the basis of these locd properties smulations have been made. Moreover, it is
shown how the descriptions at these two levels (i.e., the level of the neurologicd mechanisms
and d the overal behaviour) can be logicdly related to eat ather, which cen be mnsidered as
a formdisation d the (interlevel) reduction relations between the two levels. Such interlevel
relations can be useful in the aaysis of simulation traces, because they alow the modeller to
reduce the fail ure of a globa behavioura property to the failure of alocd interna property of
the model. This can be useful in debuggng a mode, but also in the anaysis of the
circumstances under which a mode will function well and undyr which na, and the reasons
why.

Finaly, the presented approach allows the modeller to (formally) spedfy and chedk
representation relations, which relate interna or intermediate states of the aent simulation
modd to aher states of the modd, possbly at different time paints. In this paper, it was
explored how representation relations can be defined for adaptive ajents, usng approadhes such
as in [2], [13]; [1€6], pp. 200202 The spedficaions of the representationa cortent of the
internal (neura) state properties for Aplysia have been validated by automaticdly cheding
them on the traces generated by the smulation moddl. As a result, nat only the resulting
ohservable behaviour of the agent simulation model has been validated against the observable
behaviour of the ajent in the red world, but also the internal states of the agent in the model
have been vdidated against the internal states of the ayent in the world. Thus it was verified to
what extent the model satisfies internal realismin additionto externa redism.

Concening related work, in [3] another forma mode is described of the dynamics of
condtioning processs, using a similar modelling approach. However, that paper focuses on
human condtioning, based onexisting literature such as [17]. Instead, the current paper focuses
on the spedfic case of Aplysia, of which the neural medanisms are much simpler and therefore
better understood As a mnsequence the mode presented in the arrent paper is at a neural
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level, whereas the model of [3] is at a functional level. Ancther differenceis that their mode
concentrates more on the temporal aspeds of the conditioning.
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